5.1,5.2,5.3 Eigenvalues, Eigenvectors and Diagonalization

Definition 0.1 Let A be a n X n matrixz. A scalar \ such that Ax = \x for
some x # 0 is called an eigenvalue and the corresponding vector is called an
etgenvector.

From the definition, we know that X is an eigenvalue if and only if there is
x # 0 such that (A — M)z = 0. The set of solutions is called the eigenspace
corresponding to eigenvalue A\. We know that eigenspace corresponding to
eigenvalue A = Nul(A — \I) = {z|(A — A\])x = 0}.

Since (A — AI)x = 0 has nonzero solution, we know that A — A\ is not
invertible. Therefore det(A — AI) = 0. So we have the following,.

Theorem 0.1 A is an eigenvalue of A iff det(A— NI) =0 (this is called the
characteristic polynomial).

In the following, we will discuss the diagonalization of a matrix.

Definition 0.2 A n x n matriz A is diagonizable if A = PDP~' where P
1s invertible and D s diagonal.

If a matrix is diagonizable then we can find the power of A easily.

M O - 0
0 X -+ 0
First, we can show that if D is diagonal, i.e. D = | | ) )
0 0 - A,
Moo o0
0 XN ... 0
then D* = | . ,2 )
0 0 - At
20 L [2F 0]
Example 1 Let D = 0 3} Then DY = {O 3’“_
2 0 0 2k 0 0 1
Let E=10 3 0. Then E¥= |0 3* 0
0 0 =5 0 0 (—5)’“_

If A is diagonizable then we have A = PDP~1
So A> = AA= PDP'PDP~!'= PDIDP~' = PD?>P~'and A* = PDFP~.
Then we have the following result.



Theorem 0.2 Suppose A= PDP~!'. Then A¥ = PD*P~1,

Next we will discuss the relation between eigenvalues, eigenvectors and
diagonalization of a matrix.

Suppose we have n independent eigenvectors vy, v, - - -, v, corresponding
to eigenvalues A, Ao, ---, A,. This implies that Av; = A\jvy, Avg = Agvo,
<o, Av, = A\, Let P be a n X n matrix with columns vy, vg, - -+ , vy, i.e.
P =[v; vy -+ v,] and D be the diagonal matrix with diagonal entries Aj,

MO0 - 0
0 A -+ O
Ao, oy Ap, e D= | . ‘
0 0 - A\,
Then AP = Afvy vg -+ v,] = [Avy Avg -+ Av,] = [Mug Agvg -+ Apuy]
M O - 0

0 Ao
and PD =[vy vy -+ v,] | . . = (Mg Agvg -+ Aoy

0 0 - )\,
This implies that AP = PD. Since P is invertible (because we assume vy,

Vg, + -+, U, are independent), we have APP~! = PDP~' Al = PDP~! and
A = PDP~!. Thus we have proved the following theorem.

Theorem 0.3 A n x n matriz is diagonizable if it has n independent eigen-

vectors. More precisely, Suppose Avy = ANy, Avy = Agva, -+, Av, = \u,.
Let P be a n X n matriz with columns vy, vy, -+ , Uy, i.e. P =1[v1 vy =+ v,]
and D be the diagonal matriz with diagonal entries Ay, Aa, -+, An, t.€.
A 0 -0
0 X - 0
D=1 ~|. Then we have A = PDP~!

0 0 - M\,

To find eigenvalue and eigenvector:
1. Compute A — A and det(A — \I).
2. Solve the characteristic polynomial det(A — A\I) = 0.
3. For each eigenvalue, use row reduction to find a basis for Null(A — \I) =
{z|(A — M)x = 0}. These vectors are the eigenvectors corresponding to
eigenvalue \.

To diagonalize a n x n matrix A.
1. Find eigenvalues and eigenvectors.



2. If there are n independent eigenvectors vy, - - -, v, with eigenvalues A, - - -,

M O o 0
A, then A = PDP~! where P = [v; vy -++ v,) and D = | . ,2 .

3. If we don’t have n independent eigenvectors then A is not diagonizable.

Example 2 a. Find the characteristic polynomial, eigenvalues and eigen-
vectors of { 1 _2} :
-2 1
b. Diagonalize the matriz A if possible.
c. Find a formula for A*.

01 -2 1-A

20 Compute det(A — ) = det( {1__; A= a= o
(22 =A2 -2 +1-4=X -2 -3=(\—-3)(A\+1).

3% Solve det(A — M) = 0,i.e. (A—3)(A+1) =0. So the eigenvalues are 3
and —1.

4"When \ = 3, A—)\I:A—?,]:F_g —2}:{—2 —Z}N[l 1} %o

Solution: 1° Compute A — X\ = { 12 _12} 2\ {1 0] _ [1 -A =2 1

-2 1-3 -2 =2 0 0
the solution of (A —31)x = 0 is 21 + x5 = 0 and x5 is free. Hence x; = —xs.
xT1 . . .
So x = LUJ = { } = Iy { } { } is an eigenvector corresponding
to eigenvalue A = 3
5When A = —1 A—)\I:A—(—l)I:AJrI:FJrl _2]:
’ -2 141

[_22 —22} -~ [é _01} So the solution of (A—(—1)I)z = 0is x; —z = 0 and

9 is free. Hence 1 = z5. So z = {%] = 29 [ﬂ So {ﬂ is an eigenvector

X2
corresponding to eigenvalue A = —1.
—1]. . : :
6° So we have found that { 1 } is an eigenvector corresponding to eigenvalue
1] . . . :
= 3 and [1] is an eigenvector corresponding to eigenvalue A = —1. Let



P = {_11 ﬂ and D = B _OJ . Then we have A = PDP~!.

70 AF = PDFPL = P( 5 0 kp—t = p 3" 0 P~1. Since P =
0 —1 0 (—1)* '

b have det(P) = —2 and P~' = L | L 71— P
11,We ave de = an —,2_1_1—}2%2'

-1 130 1171 (-1 1 & -3
HenceA—[1 1}{0 (_1)k][% %2 =14 1 _# _# —

3 _ (1 ¥ _ G
2 2 2 2
-1 4 -2
Example 3 A=|-3 4 0
-3 1 3
a. Show that det(A — X)) = (1 —=X)(2—=N)(3—=)).
-1 4 -2
b. Find the eigenvalues and eigenvectors of | —3 4 0
-3 1 3
c. Diagonalize the matriz A if possible.
d. Find a formula for A*.
-1 4 -2 1 00 —1-X 4 —2
Solution: 1°A-X= |-3 4 0 |=-A[0 1 0Of = -3 4-Xx 0
-3 1 3 001 -3 1 3=A

—1-A 4 —2
20 Compute det(A — X) = det(| =3 4—-X 0 |)=(-1-XN)(4—-
-3 1 3—A

NB =X +0+(=2)(-3)-1—(-2)4—=XN(-3) —4(-3)3—-XN) -0 =
—12-5A+F6 X2 =3 4+6—-24+6X4+36—12)\ = 6—11 A +6 X2 —\3. Expanding
(1=XN)2=XNB =), weget (1=XN)(2-XN)B—=A)=6—11XA+6X2— )3
So det(A— M) =(1—=X)(2—=N)(3=N).

3% Solve det(A — M) = 0,i.e. (1 —A)(2—XA)(3—XA) =0. So the eigenvalues
are 1 , 2 and 3.

-1-1 4 -2 -2 4 =2
4oWhen A =1, A~ = A—1 = -3 4-1 0 =|1-3 3 0]~
-3 1 3—1 -3 1 2



1 =21

(r1 == r/(=2),r0 == 1ro/(=3)) | 1 —1 0| ~ (ro := 1y — 1,13 1=
-3 1 2
1 -2 1 1 0 -1
rs+3r) | 0 1 —1 | ~(rg:=mr3+5brg,r;y:=1r+2r9) | 0 1 —1
0 =5 5 00 O
So the solution of (A — Iz =01is x; —x3 = 0 ;29 — 3 = 0 and x5 are free.
T3 1 1
Hence 1 = 23, 9 = 23, 3 = 3. Sox = |x3| = 23 |1|. So [1] is an
T3 1 1
eigenvector corresponding to eigenvalue \ = 1. _-
—1-2 4 —2 -3 4 =2
5°When A = 2, A-\[ = A-2] = -3 4-2 0 -3 2 0
-3 1 3-2] [-31 1
-3 4 =2
(ro == rg —r,rg == 1r3—1r1) | 0 =2 2| ~ (rg := ro/(=2),r3 :=
0 -3 3
-3 4 =2 -3 0
rs+3r) | 0 1 —1| ~(ry:=1r1 —4drg,ry =11 +2r) | 0 1 —1| ~
0 0 0 0 0
1 0 —2/3
(ry :=r1/(— [O 1 —1 So the solution of (A —2I)z = 0is z; = Zx3
00
33 5
, To = x3 and x3 is free. Sox = | 3 | = x3 |1|. We can choose 3 = 3 So
T3 1
2
31| is an eigenvector corresponding to eigenvalue A = 2.
3
—-1-3 4 —2 —4 4 -2
6° When A = 3, A—\ = A-3] = -3 4-3 0 =|-31 0
-3 1 3-3 -3 1 0
1 -1 05
(r1 = r1/(=4),r3 = 1r2/(=3),r3 =13 —712) |1 —5 0| ~ (ro =1y —
0 0 0




1 -1 05 1 -1 05
1) [O % =05 ~ (r =11 —35m2) |0 1 =075 ~ (ry == r +
0 0 0 0 0 0
1 0 —0.25
ro [0 1 —0.75]| So the solution of (A — 3z = 01is z; = 0.25x3 , x5 =
0 0 0
0.25x3 0.25
0.75x5 and x3 is free. So x = [0.75x3| = x5 [0.75|. We can choose x3 = 4
T3 1
0.25 1
So4- [0.75| = |3]| is an eigenvector corresponding to eigenvalue A = 3.
1 4
1 2 1
7% So we have found that |[1|, [3| and |3 | are eigenvectors correspond-
1 3 4
ing to eigenvalue A\ =1, A=2and A =3
1 21 100
Let P=1{1 3 3| and D= |0 2 0|. Then we have A = PDP~ .
1 3 4 0 0 3
100 1 0 O
70 AF = PDFP~L = P(|0 2 0|)fP' =P |0 2¢ 0| P~'. We can find
00 3 0 0 3

the formula for P~! to simplify this expression. But let us just stop here.

Example 4 a. Find the characteristic polynomial, eigenvalues and eigen-
2 00

vectors of |—1 3 1|.
-1 1 3

b. Diagonalize the matriz A if possible.

c. Find a formula for A*.

2 00 1 00 2—A 0 0
Solution: 1° Compute A\ = [—-1 3 1|-X|0 1 0| =] -1 3-Xx 1
-1 1 3 0 01 -1 1 3—A

2—-A 0 0

20 Compute det(A — X)) =det(| —1 3-X 1 [)=(2-NB—-)N)?—
—1 1 3—A

2= =02-MNE-A"-1)=2-NB-1)-DEB-AN+1) =



(2= 0)(2 = A)(d—2) = (2= \2(4— \).
3% Solve det(A — M) = 0,i.e. (2—X)?(4—X) = 0. So the eigenvalues are 2
and 4.

2—2 0 0 0 00
4OWhen A\=2, A- XN =A-2[=| -1 3-2 1 =(-1 1 1| ~
—1 1 3—2 -1 11
1 -1 -1
0 0 0| So the solution of (A —2I)x =01is 1 — 23 — 23 = 0,25 and
0 O 0
To + X3 X9 T3
xs are free. Hence ;1 = x5 + 3. So x = To = |x| + |0]| =
T3 0 T3
1 1 1 1

2o |1 +23|0|. So [1| and [0 are eigenvectors corresponding to eigen-
0 1 0 1
value A = 2

2—4 0 0 -2 0 0
52When A =4, A\ =A—-4]=| -1 3-4 1 =(-1 -1 1
-1 1 3—-4 -1 1 -1
1 0 0] 1 0 0
(ri:=r1/2)=|—-1 =1 1| ~(rg:=rotry,r3:=r3+r;) =10 —1 1
-1 1 -1} 0o 1 -1
1 0 0
(ro := —rg,r3 :=713+173) = |0 1 —1| So the solution of (A —4l)x =0
00 O
is ;1 = 0 .09 — 23 = 0 and x5 is free. Hence 7y = 0, 5 = z3. So
0 0 0
x = |x3| = x3|1|. So [1]| is an eigenvector corresponding to eigen-
XT3 1 1
value A\ = 4. -~
1 1
6° So we have found that [1| and |[0| are eigenvectors corresponding to
0 1

eigenvalue A = 2 and |1| is an eigenvector corresponding to eigenvalue
1




1 10 2 00
A=4Let P=1|1 0 1| and D= [0 2 0. Then we have A = PDP~.
011 0 0 4]
2 00 [2F 0 0
70 A = PDEPL=P(|0 2 O|)*P1=P |0 2¢ 0| P! We can find
0 0 4 0 0 4*

the formula for P~! to simplify this expressiofl. But let us just stop here.
Not every matrix is diagonizable. The following is an example.

Example 5 a. Find the characteristic polynomial, eigenvalues and eigen-
2 11

vectors of |0 2 1}.
0 0 4
b. Diagonalize the matriz A if possible.

0 2—-A 1 1
0f = 0 2-2A 1
1

Solution: 1° Compute A—\I = .
0 0 4— A

S O N

11
2 1]—=A
0 4

OO =

2—-A 1

0 2—-2A )= (2= X)2(4 = \).
0 0 4-A

3% Solve det(A — M) = 0,i.e. (2— X)?(4—X) = 0. So the eigenvalues are 2
and 4.

— = O = O

20 Compute det(A — A1) = det(

| —— |

2-2 1 1 011
4°When A =2, A -\ = A-2] = 0 2-2 1 =10 0 1| ~
0 0 4-2 0 0 2

010
0 0 1| So the solution of (A —2I)x = 01is 23 = 0 ,z3 = 0 and 2, is
000
I 1 1
free. Sox = [|0| = x; |0]. So |0] is an eigenvector corresponding to
0 0 0
eigenvalue A = 2.
2—4 1 1 -2 1 1
5 When A = 4, A—\[ = A—4] = 0 2-4 1 =10 =2 1|~
0 0 4-4 0 0 0



-2 1 1 -2 0 %
(ro==r9/2) =0 1 —3| ~(ri:=ra—m)=|0 1 —3| ~(r1:=
0 0 O 0 0 0
10 =3
—r1/2) = [0 1 —3| So the solution of (A —4l)z = 0is 21 — 323 = 0
00 0
373
Ty — %Z'g = 0 and z3 is free. Hence x; = %l’g, Ty = %.Tg. So x = %1'3 =
T3
3 3
4 4
T3 % . So % is an eigenvector corresponding to eigenvalue \ = 4.
1 1
1
6° So we have found that |0] is an eigenvector corresponding to eigenvalue
0
;
A =2 and % is an eigenvector corresponding to eigenvalue A = 4. There-
1

fore we have only two eigenvectors for A. Thus A is not diagonizable. (We
need 3 eigenvectors to diagonalize a 3 x 3 matrix.

1 Exponential of a matrix and characteristic
polynomial

Recall that e* =1+ = + 3—? + ---. We can define the exponential f a matrix
by the following.

Definition 1.1 The exponential of a n x n matriz A is denoted by e?* which
is defined by e = o ?C—T =1+A+ A2—!2 + g—f +---. We use the convention
that A° =T and 0! = 1.



0 A
If D is an diagonal matrix with D = | | ,2 then
0 0 - A,
oD
2 DS
=I+D+ 5+ o0+
— 2 3
10 --- 0 A 0 - 0 %0...0 %0
01 0 0 A 0_%0 % 0], |0 4
= 1. + ) )
_()()...1 0 0 - X\, 00___% 0 0
[ VR R SR 0 . 0
2 3
B 0 T+ do+ 2+ 4+ 0
] 0 0 SHES PN T RO
M 0 0
0 e 0
i 0 0 ern
(1.1)
Thus we have the following theorem.
A O - 0 eM 0
0 X -+ 0 0 e
Theorem 1.1 Suppose D = | . . |. TheneP = | )
0o 0 --- A\, 0 O

If A is diagonizable with A = PDP~! then e* =T 4+ A + ‘;‘—!2 + ’3—13 + =

[+PDP ¢ PP PDRPT. (= P(I4+D+ 24+ D2 )Pt = peP P,

Thus we have the following theorem.

10



M O - 0

0 A
Theorem 1.2 Suppose A = PDP~! where D = | . ,2 . Then
0 0 - A,
M0 0
0 e 0
et=P _ p!
0 O et
2 00
Example 6 Use the result in example 3 to find e* where A= |—1 3 1
-1 1 3
-1 10
Solution: From example 3, we have A = PDP~! where P = |1 0 1
0 11
2 00 e2 0 0
and D= [0 2 0|.Soet=PePP'=P|0 ¢ 0|P!
00 4 0 0 ¢

The last thing that we want to discuss is the characteristic polynomial
gives us a nice equation for A. Given a polynomial f()\) = a,A\" +a, A"+
co 4 a A+ ag. We define f(A) = a, A" + a1 A"+ -+ a1 A+ agl. We
have the following interesting result.

Theorem 1.3 Let f(\) = det(A— MI). Then f(A) =0.
Example 7 Let A = [_12 _12} Recall that det(A— M) = (A—=3)(A\+1) =
A2 —2X\ — 3. One can verify that A2 —2A — 31 =0

11



