Linear Algebra (Math 2890) Solution to Final Review Problems

2 11
1. Let A be the matrix |1 2 1
1 1 2
(a) Prove that det(A — \I) = —(A —1)?(\ — 4).
2—X 1 1
Solution: Compute A — A\ = 1 2—A 1 and
1 1 2— A

det(A—X) = 2-AP+1+1-2-XN)-2-XN)—-(2-])) =
8—12A+6A2 =N +2—-6+3A=—-XN+6\2—9\+4 = (1—-X)%(4— ).
(b) Find the eigenvalues and a basis of eigenvectors for A.

Solution: Solving —(A — 1)%(A — 4) = 0, we know that the eigenvalues
are 1,1 and 4.

111 1 11
When A=1,A—-(1)/=|1 1 1|70 0 O

1 11 0 00
x € Null(A—1) if 21 + x9 + 3 = 0. So 11 = —x9 — x3 and

—T9 — I3 —1 —1 -1
T = T =xo | 1| +23| 0. Thus {u; = | 1 | ,uy =
I3 0 1 0
-1
0 |} is a basis of eigenvectors when A = 1.
1
-2 1 1
When A =4, A —4] = 1 =2 1 [nterchange ry and ro,
1 1 =2
1 -2 1
-2 1 1
1 1 =2
1 -2 1
2 e —ri+7s | 0 =3 3
0 3 -3



1 -2 1 1 0 -1
T2+7’3,7"2/(—3) 0
0

1 —1|2m+r |01 —1|2eNul(A-
0 O 00 O
XT3 1
Al) if vy —x3 =0 and 29 —23 = 0. Sox = |x3| = x3 [1|. Thus
T3 1
1
{ug = |1]|} is an eigenvector when \ = 4.
1

(c) Diagonalize the matrix A if possible.

—1 —1 1
Solution: So {u; = | 1 | ,us = | 0 | ,us = |[1|} is an basis for
0 1 1

R? which are eigenvectors corresponding to A = 1, A = 1 and \ = 4.
Compute

1 00 -1 -1
Finally, wehave A= P |0 1 0| P"'where P =[vyvpuv3]=| 1 0
00 4 0 1
(d) Find an expression for AF.
10 0 -1 -1 1
Solution:A* =P [0 1 0| P 'where P =[vyvvs]= |1 0 1].
0 0 4 0 1 1
Note that 1* = 1.
(e) Find an expression for the matrix exponential 4.
e 0 0 -1 -1 1
Solution:ed =P |0 e 0| P 'where P=[vyvovs)= |1 0 1}.
00 ¢ 0 1 1
Note that e! = e.
2 11
. Let B be the matrix |0 2 1
0 01

(a) Find the characteristic equation of A.



— 1

Solution: B — \[ = 0 2 — 1

0 1—A
So det(B =(2-)\)? . The characteristic equation of A is
(2 — )\) (1 —A) = O

(b) Find the eigenvalues and a basis of eigenvectors for B.
Solving (2 — A\)?(1 — \) = 0, we know that the eigenvalues of B are
A=2and A =1.

When A\ = 2, we have
2—2 1 1 01 1
B— )\l = 0o 2—-2 1 =10 0 1
0 0 1-2 00

7”22:7"2—|—7°3,7’12:7”1+T3: 0 0 1f.
0 00

The solution of (B — 2[)z = 0is 23 = 0, 3 = 0 and z; is free. So

X1 1
Null(B—2I)={|0]| = [0]}.
0 0
1
The basis for the eigenspace corresponding to eigenvalue 2 is { [0 | }.
0

When A = 1, we have

2—-1 1 1 1 11
B -\ = 0 2—1 1 =10 1 1
0 0 1-1 000
roi=ri—ro=1(0 1 1
0 0O
The solution of (B — I)x = 0is ; = 0 and 3 + 23 = 0 So x; = 0,
0 0
xo = —x3 and x3 is free. Null(B—1)={|—x3| =x3 |—1|}.
T3 1



0

The basis for the eigenspace corresponding to eigenvalue 1 is { [ —1

1
1 0
So [0] is an eigenvector corresponding to eigenvalue 2 and [—1] is
0 1

an eigenvector corresponding to eigenvalue 1

(c) Diagonalize the matrix B if possible.

From (b), we know that B has only two independent eigenvectors and
B is not diagonzalizable.

3. Let A be the matrix

(a)

—4 -5 5
A=| -5 —4 -5
5 -5 —4

Prove that det(A — X) = (9 + A\)?(6 — X\). You may use the fact
that (94 A\)2(6 — \) =486 + 27X — 12\% — )3,

—4— )\ -5 5
Solution: Compute A — A\[ = -5 —4— )\ -5 and

5 -5 —4-)A
det(A — \)
= (=4 =X’ + (=5)(=5)5 + 5(—5)(-5)
—5(=4=A)5 = (=5)(=5)(=4 = A) = (=4 = A)(=5)(=H)
= (=4—X)(164+8A+A?)+125+125+100+25A+100+25 4100425\
= —64 — 32X — 4X% — 16X — 8\ — A3 4 550 + 7HA
=486 + 27X — 1222 — X3 = (9 + N)%(6 — \).
Orthogonally diagonalizes the matrix A, giving an orthogonal ma-
trix P and a diagonal matrix D such that A = PDP".
Solution: Solving det(A — AI) = (9 + A\)?(6 — \) = 0, we know
that the eigenvalues are -9 -9 and 6.

449 -5 5
When A = —9, A—(—=9)] = A49] = | -5 —4+9 -5
5 5 —4+49



5 =5 9 1 -1 1 1 -1 1

=| -5 5 =5 -1 1 =170 0 0
5 =5 5 1 -1 1 0 0 O
x € Null(A—1)if x; — x9 + 23 = 0. So x; = 9 — w3 and
To — T3 1 -1 1
T = T =29 [1| +23| 0 |. Thus {uy = [1]|,ux =
T3 0 1 0
-1
0 |} is a basis of eigenvectors when A = —9.
1

Now we use Gram-Schmidt process to find an orthogonal basis for

Null(A — (—9)1).

1
Let vy =u; = |1| and vy = ug — Zf:j;
0
-1 1 1 1
Compute ug-v1 = | 0 | - |1| =—land vy -v; = [1]| - |1| =2.
1 0 0 0
-1 1 —1 1 —%
Sova=| 0| =(F) L =]0|+G) | =13
1 0 1 0 1
_% -1
Now we can replace vy by 2vy = 2 % =11
1 2
1 -1
Hence {v; = |1| ,vo = | 1 | }is an orthogonal basis of eigenvec-
0 2
tors when \ = —9.
—4—-6 =5 5 -10 -5 5
When A = 6, A—61 = -5 —4-6 =5 ~| =5 =10 -5 | ~
5 -5 —4-6 5 =5 =10
-2 -1 1 1 -1 =2
-1 -2 -1 mterchan/gz;l andrs, | —1 —2 —1
1 -1 =2 -2 -1 1



—_—

ro:=ro+mr | 0 =3 =3
2 -1 1
1 -1 2 1 -1
raim a2 | 0 =3 —3 |ryimrs— e i=ra/3| 0 1
0 -3 -3 0 0

Zg
r € Null(A—61)ifxy—x3 =0and xo+x3 =0. Soz = |:—x3] =

€3
1 1
xg |—1|. Thus {v3 = |—1|} is an eigenvector when A = 6.
1 1
1 -1 1
So{vy = |1|,va = | 1 |,v3 = [—1]|} is an orthogonal basis
0 2 1
for R which are eigenvectors corresponding to A = —9, A = —9

and A = 6. Compute [|v1|| = V2, ||v2]| = V6 and ||v3]| = V/3.

1 1 1

v I %

CA N vy 1 vy | _ 1 . )

Thus {||v1|| = & Tl T \é(; yTosl] — 1\/5 } 1S an or
0 7 7

thonormal basis for R® which are eigenvectors corresponding to
A=-9 A=—-9and A =6.

-9 0 0

Finally, wehave A=P | 0 =9 0 PTWhereP:[HEH TocT ”Z;']:
0 0 6

N e

oo

V26 VB

0 2 1

V6 V3

Write the quadratic form associated with A using variables x1, s,
and x3?

-4 -5 5
Solution: Recall that A = | =5 —4 —5 | and the quadratic
5 -5 —4

2
L |ri=ri+mr
0



form in zy, 79 and z3 is Qa(z) = 2T Az = —4a? — 423 — 422 —
10z129 + 102723 — 102223. Note that this quadratic is indefinite
(b/c it’s eigenvalues are —9, —9,6.)

Find an expression for A* and e”.

1 1 1
-9 0 0 7oA
Solution: FromA=P | 0 —9 0| PT where P = N AL
0 0 6 0 2z 2
V6 V3
we have
(—9% 0 0 e 0 0
Ak=pP| 0 (=9 0|PTander=P| 0 e 0P
0 0 6~ 0 0 €
1
What’s A°(|—11)?
1
1 —4 -5 5
Solution: Recall that | —1| is an eigenvectorof A= | =5 —4 =5
1 5 —5 —4
1 [ 1]
with eigenvalue 6, so we have A(|—1|) =6 |—1],
1
1 1 1 [ 1]
A*(|—=1|)=A(6 |—1|) =6A(|—1|)=6% |—1|. Similarly, we
1 1 1 1]
1 1 1 1
get AR(|=1])=6F |—-1| and A5(|-1])=6° |—1].
1 1 1 1
1
What is lim, .o A™"(|—1|)?
1
1 1 e 1
Solution: Wehave A™(|—=1|)=6"" | —1| = | =z |. Solim,..cA™"(|—1|) =
1 1 = 1
= 0
lim, oo | =55 | = [O].
L 0

6n



4. Classify the quadratic forms for the following quadratic forms. Make
a change of variable x = Py, that transforms the quadratic form into
one with no cross term. Also write the new quadratic form.

(a) 927 — 8z129 + 323

Let Q(z1,72) = 923 — 8wyw9 + 323 = 2T [ 9

4 3}xandA:

{_94 _34} . We want to orthogonally diagonalizes A.

Compute A -\ = 9__4>\ 3__4)\] and det(A—XI) = (9—\)(3—

A)—16=X—120+27—-16 =X — 12X + 11 = (A = 1)(A = 11).
So A =1or A = 11. Since the eigenvalues of A are all positive,
we know that the quadratic form is positive definite.

Now we diagonalize A.

9-1 —4 8 —4|-12 -1
N A B e & A

x € Null(A—1-1)iff 221 —x9 = 0. So 29 = 2z and z = {;;1 =
1
1 {ﬂ . So E} is an eigenvector corresponding to eigenvalue A =
1.
9-11 -4 -2 —4| |1 2
N A |

Sox € Null(A—11-1) iff 2y + 225 = 0. So 21 = —2x5 and

—2x5 -2 —2| . . :

r=1 =22 | So | | isan eigenvector corresponding
2

to eigenvalue A\ = 11.

Now {v; = B} Vg = [_12]} is an orthogonal basis. Compute

1 =2
[oa]l = v/5 and [jea]] = V5. Thus {77 = H 2 = H}
V5

(v ] va| i
an orthonormal basis of eigenvectors. So we have A = P [(1) 101} PT
1 -2
)
NG

where P =




1 0 1 0
_ T A — T T. _ T .2
NowQ(x)—xAx—a:P{O 11}Pa:—y{0 11]y Yy +

11y2 if y = PT2. So Py = PPTz, 2 = Py and P =

Sl
S

Note that we have used the fact that PPT = I.

—5x% + 4119 — 273

Let Q(z1,72) = =523 + dwyw9 — 223 = 2T {_25 _22} rand A =

{_25 _22} . We want to orthogonally diagonalizes A.

Compute A — A\ = _52_ A _22_ \ and det(A — M) = (=5 —

MN(=2=XN)—4=X+TA+10-4 = 2+TA+6=(A+1)(\+6).
So A = —1 or A = —6. Since the eigenvalues of A are all negative,
we know that the quadratic form is negative definite.

Now we diagonalize A.

L =5 —=(-1) 2 -4 2 ]2 —1
A=l A=) 1= { 2 -2— (—1)} B {2 —1] [0 0
Sox € Null(A—1- ff 201y — 29 = 0. So x5 = 2x; and

1 . : :
T = [Qxl] [2} { } is an eigenvector corresponding

to eigenvalue A\ =

s o [-5-(-6) 2 o2l 2
S A‘<‘6”‘[ ™ 2ol =l 9]
Sox € Null(A—11-1) iff 2y + 229 = 0. So 1 = —2x5 and

T = [_2:[:2] = Ty [_2} . So {_2} is an eigenvector corresponding

i) 1 1
to eigenvalue A = —6.
Now {v; = B} , Uy = [_12]} is an orthogonal basis. Compute

1 =2
lonl| = V/5 and [[ua]] = V5. Thus {22 = H T = H}
V5 V5

an orthonormal basis of eigenvectors. So we have A = P [_01 —06} PT

|



where P =

Sl
Sl

-1 0 -1 0
T T T T
NOWQ(I)—ZEAZL‘—ZL‘P{O _6}Pm—y[0 _6]y—

—y? —6ys if y = PTx. So Py = PPTx, x = Py and P =
12

NS

81‘% + 61’1[)’}2.

8 3
3 0 3 0

want to orthogonally diagonalizes A.

Compute A — X\ = 8;)\ OE)\] and det(A — N) = (8 = \) -
(=A)—9=X=-8-9=A+1)A—-9). SoA=—-1lorA=09.
Since A has positive and negative eigenvalues, we know that the
quadratic form is indefinite.

Let Q(z1,22) = 82} + 6z122 = 27 [8 3] xr and A = [ ] We

Now we diagonalize A.

oo, )Y

So x € Null(A—-1 -_I) iff 3z + 22 = 0. So x9 = —3x; and
T = =1 - So | 5| is an eigenvector corresponding

—3$1 —3_
to eigenvalue A = —1.

8—9 3 -1 3.1 =3
R T I A ¥ e
x € Null(A—9-1)iff 1 —3x9 = 0. So x1 = 3z5 and z = {3521 =

2

Ty {ﬂ . So [ﬂ is an eigenvector corresponding to eigenvalue \ =
9.

1 3
Now {v; = {_3] , Uy = [1

1
lloe]] = V10 and |[|ve|| = V10. Thus {2~ = [\f_l?
V10

[[va]]

}} is an orthogonal basis. Compute

10



V10

3
@] } is an orthonormal basis of eigenvectors. So we have A =

1 0 1 =3
P{O 9]PTWhereP: vJo \/P
V10
Now Q(z) = 2T Ax = 27 P { 01 8]

1
\/310

10

ol e

9y2 if y = PTz. So Py = PPTx, x = Py and

|
==
—_

5. (a) Find a 3 x 3 matrix A which is not diagonalizable?

011
Solution: Let A = [0 0 1|. Then det(A — X[) = —X* and the
0 00
eigenvalues of A are zero.
0 1 1 010 1
A—0-I=1{0 0 1| ~ |0 O 1|. Theeigenvector z = |xo| satisfies
0 0O 0 0O T3
I 1
29 = 0 and x3 = 0. The eigenvectorisx = | 0 | =x; |0]|. So there is
0 0

only one eigenvector for A and A is not diagonalizable.

(b) Give an example of a 2 x 2 matrix which is diagonalizable but not
orthogonally diagonalizable?

Solution: Let A = i ﬂ Then det(A — \) == [1 I A ) f )\] =
(1-=XA)2=4=(1-X1)2-22=(1-A=-2)1=-A+2)=(=A=1)(3=N).
So A has two distinct eigenvalues and A is diagonalizable. But A is
not symmetric. So A is not orthogonally diagonalizable.

1 2 2
1 0
6. Let A =
1 2
-1 0 -1

11



(a) Find the condition on b = 22 such that Ax = b is solvable.
3
bs
Solution:
1 2 2 |b
10 |be
Consider the augmented matrix [A b] =
12 |bs
-1 0 —1]b,
12 2| b
az = az+ (—1)a
2 2 1 ] 2‘ b,
-1 0 —=1| ¥
12 2| b
— 0 —1 —2|by—by
a4 = a4 + aq
0 1 2| by
0 2 1 |bj+b
12 2] b
|01 2] =by+by
Q9 ‘= —Aay
01 2] by
02 1| b,+b
12 2| by
as 1= az — Q2,04 1= Q4 — 20
T TR0 00 0 | byt by — by
0 0 —3|b;—b;+2bs
12 2| by
— 0 1 2‘ —bs + by

as < a
P00 =3 )by — by 420

00 O \ bs + by — b;
From here, we can see that Ax = b has a solution if bg+by—b; = 0.

12



(b) What is the column space of A?

Solution:
The column space is the subspace spanned by the column vectors.
From the computation in (a), we know that the column vectors of

1 2 2
A are independent. So Col(A) = span{ (1) : 1 , 2 }.
—1 0 —1
(¢) Describe the subspace col(A)" and find an basis for col(A)*.
Solution: col(A)" = {z|z -y =0 for all y € col(A)}
T Ty 1 Ty 2 T 2
el Lo =0 ol = e 2| =
[ Ta| T4 —1 Ty 0 xq| |—1
L1
= { Z |z + 29 — x4 = 0,201 + 29 + 23 = 0,221 + 223 — x4 = 0}
_.T4_
110 -1 1 1 0 -1
Comsider [ 2 1 1 0 [r=r—2r|0 —1 1 2
2 0 2 -1 2 0 2 -1
1 1 0 -1 1 1 0 -1
rai—1g —2r | 0 =1 1 2 |ry=—ry| 0 1 —1 -2
0 -2 2 1 0 -2 2 1
(11 0 —1] 10 1 1
T3 ::/;“;,—ff— 2ro | 001 -1 =2 | n ::/;1/— | 01 =1 =2
i 00 0 =3 . 00 0 =3
1 0 1 1 10 1 0
T3 ::7’/;//(—3) 01 -1 =21|n Z=7‘1—7§a\7”2/3:7‘2+27”3 01 -120
00 0 1 00 0 1

Sox;+x3 =0, _362—3:3 =0 and 95_4 = 0, x3 is free. This implies that

13



1 —x3 -1
€T P

Ty =23, To=x3, x4y =0andx = |3 =23 | =23| 1]
T4 0 0

Hence col(A)* = span{ [_;{ ]} and {[_{ ]} is a basis for col(A)*.
0 0

The dimension of col(A)* is 1.

Use Gram-Schmidt process to find an orthogonal basis for the
column of the matrix A.

Solution:
1 2
1 1
Let wy = o hw2=1, and ws =
-1 0 -1
Gram-Schmidt process is
- — w2-v1 _ w3 'Ul _ w3-v2
V1 = Wy, Vg = Wy — 0101 V1 and V3 = ’UJ3 01 U1 U3 Uy (%)
1
1 1
So vy = 0 . Compute wq - v1 = ) =3, 0 -0V =
_ Lo
1 1 27 | 1
1 1 1 3|1 0
. =3 and vy, = - = =
0 0 2 1 300 1
-1 -1 0. [ 1 1
17 1
0 1 0
Compute w3 - v = N A 3, w3 - vy = [ L= 3,
-1 —1 1
1 1
0 0
Vg Vg = =3 and
1 1
1 1
2 1 1
0 1 0
L _ w3 _ w3-v2 — _ 3 _ 3
U3 = W3 vy V1 vy V2 2 ] 3 [ 0 311
-1 -1 1
2—1-1 0 1 1 0
0-1-0 -1 1 0 “1], .
= = . Hence is an orthog-
2-0-1 1 { o[’]17] 1 } &
—1+1-1 -1 -1 1 -1

onal basis for Col(A).

Find an orthonormal basis for the column of the matrix A.
Solution:

Note that ||v1]| = v1 01 = V3, llva]| = VU2 02 = V3 and

14



a 1
V3 V3
X 0
— T — v _vg vy 1 3
[Joa]| = /o505 = v/3. Hence {pg, iy, s} = { o ||
1 a
V3 V3
is an orthonormal basis for C'ol(A).
Find the orthogonal projection of y = 130 onto the column

-2
space of A and write y = 5+ z where § € col(A) and z € col(A)*.
Also find the shortest distance from y to Col(A).

1 1 0
Solution: Since {v; = ; Uy = ? , U3 = _11 } is an
—1 R 1 L
orthogonal basis for Col(A), y = y + z where y = By,
Ly + Lug € Col(A) and z =y —y € Col(A)*. Compute
7 1 1 1
3 1 1 1
yuor=1| ol | o | =7H3+H0+2=12, 00 00= | [ |-|, | =
—2 -1 -1 ~1
7 1
l+1+1 =3,y v = 130 : (1) =74+0+10-2 = 15,
L i,
0 0
Vg - Uy = [1 1= 3,
1 1
7 0 7 0 0
3 -1 -1 1
-2 -1 -1 -1
X ' ’ 44540
45+ 9
~ 1 15 0 —1 -
sog= | 1|+ |0 || = [HEE] <[] e
—445-3 -2
_ 1 .

7 9 2
z2=y—y= {130} — {é] = [22}. Note that z € Col(A)*+ =

1
span{ [‘11] }.

0
The shortest distance from y to Col(A) = |ly — yl| = ||2]] =

15
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V2P + (=22 + (22 + (02 = V12,
(g) Using previous result to explain why Az = y has no solution.

Solution: Since the orthogonal projection of y to C'ol(A) is not v,
this implies that y is not in C'ol(A). So Az = y has no solution.

(h) Use orthogonal projection to find the least square solution of Az =
y.

Solution: The least square solution of Az = y is the solution of
9
Ar =y = [ 5 } where 7 is the orthogonal projection of y onto

3 )

‘ o] iNe]

the column space of A (from part (f), we know 3 = [

Consider the augmented matrix

1 2 29 12 219
" 1 1 01 ' — 0 -1 —2|-8
[’y]— 0 1 2‘8 To =179 —1T1,T3:=173+7T 0 1 9 ‘ 3
-1 0 —1]-2 0 2 1|7
1 2 219
— 0 -1 —2]-8
r3 =13+ 1o, ry =14+ 11
0 0 0]0
0 0 —=3[-9
12 2|9
s 01 28
Ty 1= —ro, 1y :=14/(—3),r3 < 14 00 13
000/0
12 0]3
— 01 0]2
T i=T9 — 213,11 1= T1 — 273
00 1|3
00 0]0

16



10 0|-1
— 01 0]2

7"13:7"1—2?"2
00 1|3
0000

So x1 = —1, xo = 2, x3 = 3 and the least square solution of
—1

Ar=yisx=| 2
3

Use normal equation to find the least square solution of Az = y.
Solution: The normal equation is AT Az = ATy. Compute AT A =

1 2 2
1 10 -1 3 3 3
1 1 0
2 1 1 0 =13 6 6
0o 1 2
2 0 2 -1 36 9
-1 0 -1
110 -1 7 12
and ATy=12 11 0 Sl=
2 0 2 -1 -2 36
So the normal equation AT Az = ATy is
3 3 3 12
36 6 |xz=|27
36 9 36
33 3[12
Consider the augmented matrix | 3 6 6 ‘ 27 | ~
36 936
33 3|12

rgi=ry—ryryi=rz3—ry | 03 3‘15

03 6|24

17



33 3]12

~r3i=1r3—1ry | 0 3 3‘15 ~ oy i=11)3,re =19 /3,13 1=
0039
11 1[4
rs/3 10 1 1[5
0013
11 0|1
~ryi=r9—13,1r1:=1r1—1r3 | 0 1 0‘2
00 1|3
10 0|-1
~rii=ri—T, |01 0 2
00 1|3
So x; = —1, x5 = 2, 3 = 3 and the least square solution of
—1
Ar=yisx=| 2
3

7. Find the equation y = a + mx of the least square line that best fits the
given data points. (0,1), (1,1), (3,2).
Solution: We try to solve the equations 1 =a, 1 =a+m, 2 =a+ 3m,
that is,
a=1,a+m =1and a+3m = 2. It corresponding to the linear system

10 1
11 { “ } =1
1 3 m 2
10
Let A=|1 1 . We solve the normal equation
1 3
1
ATA[ “ } —AT |1
mn 2

18



11 1] |1
Compute ATA = 1
01 3 1

11 1|1 4
1| = :
9 01 3 9 7
Consider the augmented matrix

3 4|4 L |3 44
goa0f7 | TR g ugs

; 3 4]4 3 0[28
~ Ty = 1572 0 1‘3 ~ =1 —4ry

w = o
|

3 4
= and
[ 4 10 ]

1
AT |1

1of¢
~ T = 7’1/3
6 5

0 13
So the least square solution is @ = = and m = ;. The equation

Yy = g + %x is the least square line that best fits the given data points.
(0,1), (1,1), (3,2).

. (a) Let A =

N O W

6 7
2 1| . Find the inverse matrix of A if possible.
3 4

36 7100
Solution: Consider the augmented matrix [A]= | 0 2 1[0 1 0

2 3 4001

13310 -1
ri=r—rs| 02 1[0 1 0

2 3 4/0 0 1
0
1
0

1 3 31 -1
rygi=rs—2r |0 2 1[0 0
0 -3 —2|-2 3
1 3 3|1 0 -1 1 3 31
roi=ratrs | 0 =1 —1]=2 1 3 |r=—r|0 1 1]2
0 -3 —2|/-2 0 3 0 -3 —2|-2



1331 0 -1
ryi=rs+3r | 01 12 -1 =3
00 1|4 =3 —6
1 30|-11 9 17
7’2::7’2—7;,71/::701—37”3 0 1 O‘—Q 2 3
001 4 -3 -6
100[-5 3 8
ri=ri—3r | 01 0[-2 2 3
0014 -3 —6

-5 3 8
SoAlt=| -2 2 3
4 -3 —6

(b) Find the coordinates of the vector (1,—1,2) with respect to the
basis B obtained from the column vectors of A.

1 -5 3 8 1
Solution: The coordinateisz =A=' | -1 | =] -2 2 3 -1
2 4 -3 —6 2
8
2
-5
a+2b—c
. Let H = { a—b—4c| :a,b, cany real numbers}.
a+b—2c
a. Explain why H is a a subspace of R®.
a+2b—c 1 2 -1
Solution: [a—b—4c| =a |1| +b|—1| +c |—4
a+b— 2 1 1 —2
1 2 [—1
So H=Span{|1|,|—1|,|—4]|} and H is a subspace.
1 1 —2
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b. Find a set of vectors that spans H.

1 2 -1
Solution:{ [1| , |—1|, | —4|} spans the space H.
1 1 —2

c. Find a basis for H.

1 2 -1

Solution: Consider the matrix A= |1 —1 —4
1 1 -2

[1 2 -1

To 1= r2—rfl,\7§:: rg —r; |0 =3 =3
0 -1 -1
o 1 2 —1] 1 -1
roi=ro/(=3) |0 1 1| r3:=r547 |0
0 -1 -1 0

S = N

1
0
1 2

So the first two vectors are pivot vectors and { [1|, |—1]|} is a basis.
1 1

The dimension of the subspace is 2.

d. What is the dimension of the subspace?
Solution:The dimension of the subspace is 2.
e. Find an orthogonal basis for H.

2
and us = [ —1].

1

Solution: Let u; =

and vy, = uy — %9, Compute us - v; =

Then V1 = Uy = 101

[\
—_

=1+1+1=3.

Hl
—_
— =
I
[\
|
—_
_|_
[u—
I
[\
o]
=
o,
4
=
<
=
|
— = =
— = =

4
3

,v2 = |—2|} ia an

—_ = =

1
vy = |-1| =2 |1| = |—2|. Thus {v; =
1 1 1
) 3 ) L 3
orthogonal basis for H. We can verify that v, - v = 0.

10. Determine if the following systems are consistent and if so give all
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solutions in parametric vector form.
(a)
T —2372 =3
21’1 —712 =0
—5:31 +8.T2 =5

1 -2 3
Solution: The augmented matrixis | 2 —7 0 | ~ (ry:=1ry—2r)
-5 8 5

1 -2 3 1 -2 3
0 —3 —6 | ~ (rg:=r3+5r) 0 -3 —6
-5 8 5 0 —2 20
1 -2 3
~ (ro :=1y/ —3,r3 := 13/ — 2) 0 1 2 ~ (r3 :=ry—
0 1 -—10
1 -2 3
T9) 0 1 2 . The last row implies that 0 = —12 which is
0 0 -—12

impossible. So this system is inconsistent.
(b)
T —|—2.Z‘2 —31‘3 +r4 = 1
—T1 —2£L‘2 +4ZE3 —Ty4 =
—21‘1 —4!13'2 —|—7$3 —Ty4 = 1
1 2 -3 1 1
The augmented matrixis | —1 —2 4 —1 6 | ~ (rg:=7r9+711)

-2 -4 7 =11

1 2 -3 1 1 12 -3 11
0 0 1 0 7|~ (rge=r3+2r) |00 1 0 7
—2 -4 7 -1 1 00 1 13
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12 -3 1 1 1 -2 3
~ (7"3 = ?"3—7“2) 0 0 1 0 7 ~ (7“1 = 7"1—7“3) 0 1 2
|00 0 1 —4 | 0 0 -—12
(12 =30 5 | 1200 26
~(rii=mr-r3) |00 1 0 7 [~ (ri:=m+3r) |0 010 7
00 0 1 —4 0001 —4
So x5 is free. The solution is = 26 — 229, 3 = T, x4 = —A47. Its
T 26 — 2$2 26 —2
. . To| ) - 0 1
parametric vector form is | = 7 = |- + x4 0
T4 | 4 —4 0
1 -3 4 -2 5 7
1 -3 -2 —-20 -3
2 -6 9 -1 8 L o0 1 3 3
. Let A = 5 6 0 -1 9 which is row reduced to 0 0 1 3 4
0 0 0 0 0
~1 3 -4 2 -5

(a) Find a basis for the column space of A
(b) Find a basis for the nullspace of A
(c) Find the rank of the matrix A

(d) Find the dimension of the nullspace of A.

1
(e) Is ;l in the range of A?
1
0
(e) Does Az = 3 have any solution? Find a solution if it’s solvable.
0

1 -3 4 -2 5 (1|0
2 6 9 -1 8 |4]3

—6 9 -1 9 |3]|2
-1 3 -4 2 -5|1]0

Solution: Consider the augmented matrix
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1 =34 =2 5 (1|0
0 0 1 3 —2]2]3
—2ry + 79, — 271 73,71 74
0 0 1 3 —1|1]2
00 0 0 01]2]0
1 =34 -2 5[1]0
—~— |0 0 1 3 —2|2]3
—7T9 + 73
00 0 0 1 |-1][-1
00 0 0 0]2]0
1 =34 =2 0|6 |5
— l0013001
2T3+7‘2,—57’3+T‘1
00 0 0 1|-1|-1
00 0 0 0[2]0
1 =30 —14 0|6 |1
—~— |0 0 1 3 0]0]1
—47’2+7”1
00 0 0 1[-1]-1
00 0 0 0[2]0

So the first, third and fifth vector forms a basis for Col(A), i.e {

—1
is a basis for Col(A). The rank of A is 3 and the dimension of the null
space is b — 3 = 2.
x € Null(A) if 21 — 3z — 1424 = 0, 3+ 324 = 0 and z5 = 0. So

3xo + 14ay 3 14 3 14
T = —Z4 =29 |0 +x4 |—1|. Thus{|0|, |—1]| is a basis
0 0 0 0 0

for NULL(A).
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12.

From the result of row reduction, we can see that Ax = is incon-

W s =

sistent (not solvable) and is not in the range of A.

— W s

From the result of row reduction, we can see that Ax = is solvable.

SN W o

Determine if the columns of the matrix form a linearly independent set.
Justify your answer.

1 _9 -4 -3 0 -4 -3 1 5 1
11 9 4 0 -1 4 2 -1 4 -1 2
1 20 3 6 110 3’1 2 3 6 -3
5 4 6 5 4 6 -3 2
Solution: det H ﬂ =2—1=1%# 0. So the columns of the matrix
form a linearly independent set.
1 =2

—2 4 |. The second column vector is a multiple of the first column

3 6
vector. So the columns of the matrix form a linearly dependent set.
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—4 -3 0
0 -1 4
1 0 3
5 4 6
1 0 3
r3+ 411,14 + (=5)r 0 —3 19
_0 4 -9
1 0 3
r3 + 3ro,ry + (—4)rg 00 0
_0 0 7

P

interchange first and third row

1
interchange 3rd and 4th row, ?m

This matrix has three pivot vectors. So the columns of the matrix form

a linearly independent set.

The column vectors of

-4 =3
2 -1
1 2
5 4

form a dependent set since we have five column vectors in R*.
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