Matrix Factorizations

We are now done with the course and we have six factorizations. Three are used
to solve linear systems while three are used to solve eigensystems.

Linear Systems: Ax =b

Given matrix A,,xn and vector b,,x1 find vectors x, 1 that satisfy equation.

e A is invertible (most square matrices, i.e., m = n).
A=LDU

Linscmy, Unxm triangular, D, x,, diagonal

e A has linearly independent columns (most matrices with m > n).
A=QDR
R, «,, triangular, D, «, diagonal, Qmx, with QTQD = I,,x,
e A is any matrix.
A=UXV* (Full Singular Value Decomposition)
Upixm, Vaxn unitary, 3, «, diagonal with non-negative entries
A=USV* (Reduced Singular Value Decomposition)
Uniscrs Vaer with (U7)(0) = (VY(V) = Lrser

2,XT invertible, diagonal with non-negative entries

Eigen Systems: Ax =z

Given square matrix A,,x.,, find scalars A and vectors z,,x1 # 0 that satisfy
equation.

e Ais normal (AA* = A*A).
A=UDU*
Upnxm unitary, D, «, diagonal
e A is diagonalizable (most square matrices).
A=PDpP~!
Prxm invertible, Dy, x., diagonal
e A is any square matrix.
A=UTU*

Upxcm unitary, Th, «.m, triangular



